010595002 - ARTIFICIAL INTELLIGENCE – HOMEWORK 5
Alexander Kanavin - 0242537

In this homework I deal with the various learning techniques and illustrate them on the example of LocBoost learning and classification applet available at http://www.cs.technion.ac.il/~rani/LocBoost/index.html
This applet gives you the possibility to define two data sets over a square area.

Then you select a certain percentage of the data for learning and the rest is used for testing. The applet first trains the classifier with learning data, and then tests it with the testing data. The applet also provides several predefined data sets.

The applet provides quite a big number of clasifiers, however the only ones known to me are the Decision Tree classifier and the Voted Perceptron classifier.
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Let’s first have a look at how the Decision Tree classifier works.

From this picture we can see that it does quite a good job with simple data sets, such as this one where the red dots are located in four corners. We can have also have a look at the decision tree itself (I truncated it to save space).

J48 unpruned tree

------------------

y <= -0.275

|   x <= 0.1875

|   |   x <= -0.14: 1 (26.42)

|   |   x > -0.14: -1 (11.55/1.05)

|   x > 0.1875: 1 (31.37)

y > -0.275

|   y <= 0.17

|   |   y <= -0.08

|   |   |   x <= -0.18

|   |   |   |   y <= -0.16: 1 (9.53)

|   |   |   |   y > -0.16

|   |   |   |   |   x <= -0.3175: -1 (3.05)

|   |   |   |   |   x > -0.3175

….etc

Number of Leaves  : 
18

Size of the tree : 
35

However, with the more complex sets the clasifier does not always do a good job.
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For example this S-shaped set is difficult for it.

The results could be improved by providing more data for training.
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From this we can conclude that the Decision Tree classifier can handle all kinds of data sets provided there is enough data for training available.

It would be very interesting to compare various classifiers on the same datasets, however I don’t have space for it in this homework. It’s still possible to note that some of them do a good job on the above set, while others more or less fail to classify points (provided all other conditions are equal).
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